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Dynamic Neural Network for Incremental learning 

Challenge Overview 

 Dynamic network expansion 

Our Method 

Knowledge distillation 

 Dynamic network expansion for data across dissimilar domain 

 Knowledge distillation for data in similar domain 

 
 

      Task1                  Task2                   Task3                 Task4 

 Combined method of network expansion and 

feature regularization   

 No need for previous data 

 Dynamic network expansion to alleviate 

domain gap 

 

Features 

 Freeze shared conv layers 

 Network expansion for severe domain gap (bad accuracy) 

 

 
 

Tricks for generalization: 

• For shared convs, 
imagenet pre-trained 
model 

• For heads, more data 
augmentation and more 
batches to train head1 

 Replace BatchNorm with GroupNorm 

 Mining known instances in new task and distill on best head 
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 Experiment Results on 1st round 

DynamicNN 

 

 

Finetune 

 

finetune 93.84 

DynamicNN(No expand) 94.50 

DynamicNN(expand@1) 95.75 

DynamicNN(No expand) 
+ LR trick 

96.01 

Square performance on all tasks 

GOAL 

Training fast 

Less storage and memory costs 

Good performance without forgetting 

Batch/Task Illumination Occlusion Clutter 

1 Strong 

2 Weak 

3 50% 

4 high 


